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Abstract 

Background Studies of the world health organization indicated that Diabetes is on the rise. The occurrence of diabe-
tes is steadily increasing everywhere, most markedly in the world’s middle and low-income countries. The aim of this 
study is to explore the consequence of war on the sugar level of diabetic mellitus patients.

Methods A retrospective longitudinal study with a sample of 67 diabetic mellitus patients was used. As a result, lon-
gitudinal different models, which are generalized linear mixed effects and nonlinear mixed effect models were fitted 
on the continuous response variable, the Sugar Level of the diabetic patients.

Results The results depicted that Blood Sugar Level of the patients increases over time. Moreover, as age, 
weight, medication, total cholesterol, high density lipoprotein (HDL), creatinine and linear time effect increase, Blood 
Sugar Level increases significantly, whereas triglyceride and low density lipoprotein increase, Blood Sugar Level 
of the adult Diabetes mellitus patients decreases.

Conclusion The war has significant effect on the poor control of blood glucose level of the adult diabetic patients 
in Tigray region, Ethiopia. Due to the war, siege or blockages, in return there were rare of medicine, the patients were 
not taking their medicines on time, and they did not get enough insulin as well.

Keywords Diabetic Mellitus, Sugar level, War consequence, Generalized Linear Mixed Model, Nonlinear Mixed Model

Introduction
Diabetes Mellitus (DM) remains one of the foremost con-
cerns in life insurance, and it is responsible for premature 
death since its first description by Aristaeus in the third 
century. Diabetes mellitus is a condition in which the 
amount of sugar in the blood is too high because the body 
cannot use it properly. Means that it is a serious, chronic 

disease that occurs either when the pancreas does not 
produce enough insulin (a hormone that regulates blood 
pressure or glucose), or when the body cannot effectively 
use the insulin it produces. It is an important component 
of non-communicable diseases, is undoubtedly rising 
problem globally means that the number of patients and 
the prevalence of diabetes have been gradually increasing 
over the earlier few periods[1].

Studies of the world health organization (WHO) indi-
cated that Diabetes is on the rise. No extended a disease 
of primarily wealth nations, the occurrence of diabetes 
is steadily increasing everywhere, most markedly in the 
world’s middle and low-income countries [2]. Unfortu-
nately, in many settings the lack of effective policies to cre-
ate supportive environments for healthy lifestyle and the 
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lack of access to quality health care are not being pursued. 
When diabetes is uncontrolled, it has dire consequences for 
health and well-being. In addition, diabetes and its compli-
cations impact harshly on the finances of individuals and 
their families, and as well the economies of nations [3].

Similarly, to other developing countries, little is done to 
quantify the prevalence of chronic diseases and their risk 
factors in Ethiopia. Small-scale surveys of bank employees 
in Addis Ababa and Ethiopia medical patients at different 
times have revealed the existence of these diseases and 
their risk factors; besides an increasing trend of myocar-
dial infraction admissions were also recorded from 1988 to 
1997[4]. A burden of disease analysis carried out in rural 
Ethiopia found that chronic diseases have contributed to 
245 of disability-adjusted life year (DALY) lost compared 
to 72% for other health problems including communi-
cable diseases. Currently, in Ethiopia DM is emerging as 
one of the major chronic health problems [5]. According 
to the Ethiopian Ministry of health, 22nd report on health 
and health-related signs, hypertension without mention of 
heart was the 9th cause of death nationwide in 2003/04[6]. 
In Ethiopia, lack of evidence population based prevalence 
study exist but hospital based studies shown the occur-
rence of diabetes entrance has increased from 1.9% in 1970 
to 9.5% in 1990 of all medical admissions, and it accounts 
for about 7% of all deaths beyond 55 years age in the medi-
cal wards of referral hospital [7].

According to WHO estimate, the number of diabetic 
cases in Ethiopia in 2000 was about 800,000 and proper to 
increase to 1.8 heap by 2030 [8]. Empirical dispassionate 
remarks by us and so forth, suggesting an unusually extreme 
percentage of seeming type 1 diabetic sufferer in northerly 
Ethiopia. It has long happened famous that any of the phe-
notypic type 1 diabetic inmates in northerly Ethiopia are 
very thin, mainly male and ‘commonly discontinued insulin 
but infrequently developed ketoacidosis’. We and so forth 
have pretended that by way of these dispassionate notes and 
the obvious past and present undernutrition in the field, 
these victims can have starvation-connected diabetes-mel-
litus [9]. For infrequently, exceptional phenotypes of dia-
betes had been situated in northerly Ethiopia, nevertheless 
have scarcely been completely examined. In the main capital 
city (Addis Ababa) and surroundings, stated that juvenil-
ity diabetes expected ‘typical type 1’ and ‘clinically identi-
cal to away’. Similarly, standard type 2 diabetes, frequently 
followed by being overweight, is further visualized or in 
general area [10]. However, in the remote and weak north-
erly regions most diabetic patients visualized are young, 
thin and obviously have type 1 diabetes. This has happened 
stated from Mekelle and also from Gondar, accompany-
ing an even taller fraction in rural districts [9]. Interest-
ingly, nevertheless, these young and thin northerly Ethiopia 
diabetic patients exceptionally, if always, endure diabetic 

ketoacidosis and commonly survive regardless of miss-
ing provisions of insulin [11]. A recent survey from coun-
try Ethiopia repeated rooted the life of unusually abundant 
numbers of young (peak age 25 to 29 age) insulin-medicated 
patients (45% of the diabetic state of the hospital) accompa-
nying low BMI. Most of these victims were weak livelihood 
peasants or were unemployed [12].

Diabetes, their complications and diabetic related 
deaths are increasing from time to time. Diabetes can 
eventually cause a variety of disabling and life-threaten-
ing complications. By investigating its trends, the way 
to survive the patients, its longitudinal effects, increas-
ing public awareness of the seriousness of diabetes and 
its complications, as well as promoting good self-man-
agement and treatment among those diagnosed with the 
disease is key in combating the adverse health effects 
and economic burden to society associated with this 
disease [13]. Due to the war in Tigray Region, Ethiopia, 
and blockages, almost all clinic centers were run out of 
medicine and pharmaceutical tools. As a result, chronic 
disease patients were suffering by shortage of medicines. 
Therefore, studying the war effect on the diabetic melli-
tus patients is very crucial, and it gives insight about the 
effect of the war on the overall trend of the Patients FBS 
level and combating of the different types of burdens.

This was a longitudinal study to investigate the con-
sequence of war on the sugar Levels of diabetic melli-
tus patients who were under follow-up and identifying 
their significant risk factors. Investigating such problem 
on the patients is very essential for the treatment, early 
detection and care of the disease. Hence, this longitudi-
nal study was undertaken. In the short term, healthcare 
expenditure could be saved. In the long term, people as 
well as the government can understand the bad effect of 
siege especially for the chronic disease patients, a better 
prognosis, maintenance or improvement in quality of life 
in patients with diabetes mellitus.

Methods and materials
Study area
Mekelle, the capital city of the Tigray Region in north-
ern Ethiopia, is bordered by several districts within the 
region. Mekelle is located in the Latitude of 13.4967° N 
and Longitude of 39.4750° E. Mekelle is 2,084  m above 
sea level, about 109 square kilometers area, and is about 
783 km north of Addis Ababa, the capital city of Ethiopia.

Study design, source of data, and period
Based on the FBS dataset, this study employed a longitu-
dinal study design with institutionally based data analysis. 
The data collection was conducted in January–February 
of 2022. The main objective of this study is to show the 
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effect of the Tigray conflict on the trend of Fasting Blood 
Sugar Levels of diabetic mellitus patients who were under 
follow-up and identifying their significant risk factors.

Sample and sampling procedure
This study was conducted in Ayder Comprehensive Spe-
cialized Hospital (ACSH), Mekelle town, Tigray Region, 
Ethiopia. The needed sample was recruited by probability 
sampling technique. Simple random sampling technique 
was used to select the sample. The needed sample size 
(n) was calculated using the Yamane’s formula since this 
method is important in case when the total population 
size is known [14]. The total number of adult diabetic 
mellitus patients in the ACSH (study population) is 2500 
(N = 2500), and the sample was given as follows.

where, N = total population size, e = margin of error 
(sampling error). The margin of error was taken to be 
0.12. Therefore, the sample size is, n = 2500

1+2500(e2)
= 67 . 

As a result, the measurements of 67 adult diabetic melli-
tus patients of ACSH were taken for this study.

Variables and data measurements
The dependent variable for this study was a continuous 
variable, the monthly records of Fasting Blood Sugar, of 
diabetic mellitus patients who were under follow-up in 
the Ayder Comprehensive Specialized Hospital, Mekelle, 
Ethiopia. These records were obtained from the electronic 
medical records (EMR) (Smart care). The independent var-
iables include demographic information such as patient’s 
age, gender, weight, and other clinical related variables 
which may identify medical conditions/comorbidities; and 
risk factors such as time since initial diagnosis of diabetes, 
and so on. Consistent with longitudinal analysis techniques, 
patients were measured their Fasting sugar level monthly 
during the Tigray war, in the siege time. Since the measure-
ments of each subject were repeated monthly, number of 
measurements of the subject’s FBS level may not be equal 
as some of subjects miss their follow-up period because of 
different reasons as the people was within the war.

Generalized linear mixed effects models
The generalized linear mixed-effects model is particularly 
important in cases where some degree of linearity is pre-
served. This means that generalized linear mixed models 
can sometimes be nonlinear in a limited way [15]. General-
ized linear mixed models are generalized linear models that 
include multivariate normal random effects in the linear 
predictor. The first papers to explicitly address this idea are 

n =
N

1+ Ne2

in the frequentist and Bayesian frameworks. The term "gen-
eralized linear mixed model" seems to have been invented 
by [16, 17]. In GLMMs, the mean response model depends 
on both the covariates used and the unobserved random 
effects; it is the inclusion of the latter that produces a mar-
ginal correlation between repeated responses when averag-
ing over the distribution of random effects. The generalized 
linear mixed model was given as follows:

For some known link function, h − 1(·). The condi-
tional variance is assumed to be dependent on the condi-
tional mean according to Var(Yij|bi) = φv{E(Yij|bi)}, where 
v{E(Yij|bi)} is the known variance function and φ is a scale 
parameter which may be known or may need to be esti-
mated. In GLMMs the regression parameters have “sub-
ject-specific” interpretations. They represented the effects 
of covariates on changes in an individual’s possibly trans-
formed mean response per unit change in the covariate, 
while controlling for all other covariates and the random 
effects [18].

Non‑linear mixed‑effects models
The non-linear mixed effect model is best accepted frame-
work when the relationship between the response vari-
able and predictors is inherently non-linear [18]. In such 
models, the mean response is non-linear in the regression 
parameters and the random effects. It is perceptive to fit 
these models in two stages: a model for intra-individual 
(within subject) variability joined with a model for inter-
individual (between subjects) variability.

The first-stage model specifies the mean and covariance 
structure for a given individual (subject-specific mean and 
covariance). In the first stage, we assume that the mean 
response for the ith individual at the jth measurement can 
be expressed in terms of a non-linear regression function 
and random error as follows:

where eij is a random error term with E(eij|βi) = 0. In this 
model, the regression function depends on a non-linear 
way on a set of subject specific regression parameters, βi. 
Even though, the functional form, f( ·), is the same for all 
subjects, differences between individuals in their longitu-
dinal response paths are accommodated by allowing for dif-
ferent βi (as well as differences in the covariates, Xij).

The first-stage model characterizes intra-individual vari-
ation in the response over time. In contrary, the second-
stage models characterizes inter-individual variation in the 
regression parameters βi. For example, to account for inter-
individual variation among the βi, it might be assumed that 
the βi depend linearly on a set of covariates.

h− 1{E(Yij|bi)} = X ijβ+ zijbi + ei

Yij = f xij,βi + eij
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where the random effects, bi assumed to have zero mean 
and covariance matrix, G, bi∼N(0, G). Where d(·) is an 
acknowledged vector-valued function. (b) indicated 
that we can model βi as a non-linear function of β. The 
two-stage specification of the non-linear mixed-effects 
model given above provides a very general and rich class 
of models for the analysis of longitudinal data [18]. A 
characteristic of non-linear mixed-effects models is that 
inference usually focuses on features or mechanisms that 
underlie the subject-specific longitudinal response trajec-
tories and how these fluctuate across subjects in the pop-
ulation. By modeling the response at the individual level, 
the components of β describe the typical subject-specific 
effects of covariates on the mean response over time [18].

Before the model building and model extension, the 
missing values were imputed using non-monotone miss-
ing value multiple imputation mechanism. Multiple 
imputations (MI) were officially familiarized by [19], and 
the key principle of the MI procedure is replacing each 
missing value with a set of M plausible values which are 
drawn from the distribution of the given data set. The 
missing values were filled in M times to complete M 
complete data sets using the PROC MI procedure in SAS. 
The imputed data set was then analyzed using standard 
procedures for complete dataset.

In order to check the normality assumption of the ran-
dom effects, histogram as well as scatter plot matrix of 
Empirical Bayes (EB) estimates of the random effects 
were given in Fig. 4 for GLMM. Since these parameters 
are expected to be stochastic, Bayesian methods were 

βi = Xiβ + bi applied. Therefore, the obtained estimates are called 
Empirical Bayes (EB) estimates, which are the expected 
random effects, conditional on the observed data for that 
specific subject. In practice, histograms/ or scatterplots 
of EB estimates are used to show the normality assump-
tion as well as to detect outlying profiles. On the other 
hand, random effects reflect how specific subjects’ esti-
mates deviate from the population average [20].

Results
Below Fig.  1 shown the sugar levels profile for some 
randomly selected adult diabetic mellitus patients over 
time. It can be observed that there seems much between 
as well as within subject’s variability, and which is indi-
cated that models that can accommodate such variabili-
ties should be used. Moreover, it can be explained that 
the patients have different sugar levels at baseline as well 
as they have different progress of sugar level over time 
which implied that random slope might be required in 
the model (Fig. 1). As there are missing observations, the 
number of measurements per subject is different.

On the other hand, the overall mean structures with 
respect to categorical covariates gender and medication 
was depicted in figs.  2 and 3 with their standard error 
bars. The length of the bars of the standard error within 
the plots indicated the amount of the variability. As the 
bars have higher length, there is higher standard error, 
and then there could be higher variability. Although 
in some months seem to show no-increment, as a gen-
eral the overall mean structure plot for gender (Fig.  2), 
and initially indicated that at baseline, both males and 
females have similar average sugar level, however, as time 

Fig. 1 Individual profile plot of sugar level over time
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Fig. 2 Mean structure plot of FBS by Gender

Fig. 3 Mean structure plot of FBS by Medication
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increases, mean sugar level of females become higher 
than that of the males.

The mean structure plot of the sugar level by medica-
tion over 6 months was also shown below (Fig. 3). Start-
ing from baseline, the average sugar level for the diabetic 
patients who took medication insulin is lower than those 
of who took medications oral and both over time(per 
month). In addition, the mean structure plot of fast-
ing blood sugar versus time in month revealed that the 
progression of the FBS level might not follow linear time 
trend, but it might follow cubic time trend.

The variance structure plot was depicted in Fig. 4, and 
included the variance of FBS level versus time in months. 
The fluctuation (up and down) of the graph indicates the 
instability of the overall variance. As observed from the 

graph (Fig.  4), the variances for the observations meas-
ured at time 6 and at time 3 are very high compared to 
the other ones though the overall variance is considerably 
high. It was observed that the variance seems to fluctuate 
up to month five. However, after month five to month six, 
the variance increases fastly. This figure suggested that 
variance could not be constant, and this is the indication 
that the models to be used should consider the between 
as well as the within variabilities.

Table 1 represented the tests for the time trend which 
should be included in the model. It was observed from 
the table which represents the results of  Fmeta, that 
cubic time effect is adequate to explain the total within 
subject variability for each subject in the data. The 
p-value = 0.0787 for the quartic time effect showed that 

Fig. 4 Variance structure plot over time

Table 1 Model Checking

1.1. Checking for model 
extension

1.2. Comparison of models to check whether random 
effect(s) are needed.

1.3. Comparison of Models to select the best 
on for parameter estimation. 

Model Log likelihood Model AIC Log Likelihood(LL)

Model F-value P-value 1: With no random effect -58558.95 Generalized 
Linear Mixed 
Model (GLMM)

107060.0 -53519.0

Linear 24.012 <0.0001 2: With only random intercept -58105.2 Nonlinear 
Mixed Model 
(NLMM)

116587 -58287.5

Quadratic 65.0527 <0.0001 3: With random intercept and random slope -56624.1

Cubic 53.9426 <0.0001 4: Random intercept and quadratic slope -54935.45

Quartic 41.1079  0.0787 5: With random intercept and cubic slope -53518.95
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this quartic time has no significant effect if it would be 
included in the model. As a result, the highest time effect 
which includes in the model is the cubic time effect.

Tests for variance components of the random effects: 
In a number of situations, it may be interest of know-
ing whether variance components are equals to zero. 
Absence of any heterogeneity between measurements 
within a subject would be reflected in σ = 0. It could be of 
interest to test  H0: σ2 = 0 versus  HA: σ.2 > 0. Table 2

The above reported p-values are based on the N (0,1) 
approximation to the Z-statistic, i.e., this could not 
reflect to the correct sampling variability in the estima-
tion of the variance components as these are estimated 
under the restriction of being positive. As a result, these 
classical p-values require correction, of course this cor-
rection depends on the type of model, sometimes needs 

simulation methods. In this case, the correction needs to 
reduce the reported p-values by halve [21]. After taking 
the correction, all the p-values become < 0.00005 which 
indicates highly significance. We can observe that the 
p-values are all very small, and indicated that the covari-
ances are all different from zero.

As it can be observed from the histogram as well as the 
scatterplot matrix (Fig.  5), there are some patients with 
large values of FBS in both models estimates. The histo-
grams as well as the scatter plots matrix seem to suggest 
that the normality assumption for the random effect is 
questionable.

Of course, we should realize that the precision of these 
random effects depend on many aspects, and can vary 
from subject to subject, and therefore, these plots do not 
necessarily reflect non-normality of the random effects. 

Table 2 Variance–Covariance matrix and its estimates

Parameter Variance–covariance P‑value Parameter Variance–covariance P‑value

b0i 67,917  < .0001 b2i 8195.51  < .0001

b1i,b0i −74,119  < .0001 b3i,b0i −1968.43  < .0001

b1i 85,987  < .0001 b3i,b1i 2389.01  < .0001

b2i,b0i 21,928  < .0001 b3i,b2i −768.90  < .0001

b2i,b1i −26,157  < .0001 b3i 74.0872  < .0001

Residual 2216.98  < .0001

Fig. 5 Histogram and scatter plot of empirical Bayes (EB) estimates of GLMM
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Although inferences about the fixed effects are very 
robust even with respect to model deviations, providing 
that the data set contains sufficient independent sub-
jects, the normality assumption for the random effects 
may not be tested within the context of the generalized 
linear mixed model, but model extension are required. 
As a result of model extension, model comparisons were 
followed.

When a method comprises a subset of predictors from 
a more complex model, the difference in log likelihood 
forms a chi-square test statistic that can be tested against 
a chi-square distribution with degrees of freedom equal 
to the difference in the number of parameters between 
the full model and the reduced model. But, in some 
instances in iterative model building, one model is not 
necessarily a subset of another. In such cases, comparison 
of AIC values is useful, with lower values showing a bet-
ter model. AIC used the log likelihood values from each 
model, but it adds a penalty for including unnecessary 
predictors to the model that might add little to the overall 
relationship. A summary of the generalized linear mixed 
model (GLMM) and nonlinear mixed model (NLMM) 
were given in Table 1 (Table 1.3). As it can be observed, 
the AIC = 107,060 for GLMM is smaller than that of the 
NLMM, AIC = 116,587. Although there is no statistical 
test to determine the significance of the difference in AIC 
values, the AIC value of GLMM is smaller than that of 
the NLMM (as is the log likelihood values). Therefore, 
GLMM is used as the final model, and parameter esti-
mates were taken from it.

Inference on fixed effects
Ketone and other all interaction variables were 
excluded from the models in the variable selection 
stage since they were observed to be insignificant 
(Table  3). Age, weight, medication (insulin), choles-
terol, TGA, HDL, LDL, Cr, and linear time in months 
have significant effect on the mean Sugar level of the 

DM patients, and the rest variables have not signifi-
cant effect. An increment in age, it showed that there 
is significant increment in the average FBS value. Hold-
ing constant the other predictors, as age increases by 
one unit, the average value of FBS also increases by 
1.719 mg/dL. An increase in the weight of the patients, 
there is significant increase in the mean value of FBS 
level of these patients. Holding constant the effect of 
the rest predictors, when weight increases by one kg, 
the average value of FBS level increases by 1.506  mg/
dL. It was also observed that patients who took medica-
tion type of insulin tend to have higher increase in the 
average FBS levels over time as compared to the oral 
medication type. This means, the patients who took 
oral medication have lower average sugar level than 
the patients who took medication type of insulin. Fur-
thermore, holding constant the effect of the other pre-
dictors, as the cholesterol value increases by one mg/
dL, the mean value of sugar level of the DM patients 
increases by 1.232 mg/dL.

On the other hand, a unit increase in TGA tends to 
increase the mean value of sugar level by 0.243  mg/dL, 
fixing constant the effects of the other predictors. As the 
high density lipoprotein (HDL) increases by one mg/
dL, the mean sugar level of the DM patients decreases 
by 1.13 mg/dL, however, when there is a unit increase in 
the low density lipoprotein (LDL), there is an increase 
in the average value of FBS level by 1.35  mg/dL. Addi-
tionally, the effect of Cr also revealed significant effect 
on the FBS level of the adult DM patients, and implied 
that patients who have abnormal Cr tend to have higher 
value of average FBS level as compared to those who have 
normal average value of Sugar level. It was also observed 
that there was a significant effect of time in month on the 
mean value of FBS level, which implied that fixing con-
stant the effect of other predictors, when time increases, 
the mean value of the patients’ FBS level increases. 
Figure 5

Table 3 Fixed effects parameter estimates of GLMM

* Indicates significant at 5% level of significance. From medication oral (oral hypoglycemic agents), from Gender male, from the DM patients who have comorbidity (1) 
and from Cr normal, are reference categories

Effect Estimates Std. err P‑value Effect Estimates Std. err P‑value

Intercept −183.50 52.445 0.0009* TGA(mg/dL) 0.243 0.0233  < .0001*

Age(in years) 1.719 0.593 0.0037* HDL(mg/dL) −1.130 0.0659  < .0001*

Sex (F) −2.855 8.939 0.7494 LDL(mg/dL) 1.350 0.110  < .0001*

Weight(in kg) 1.506 0.396 0.0001* Cr(Abnormal) 53.855 19.512  < .0058*

Medication(Both) 12.939 14.730 0.3797 Comorbidities(No) 1.997 10.077 0.8429

Medication(Insulin) 22.812 9.587 0.0174* Time(in month) 81.862 36.243 0.0272*

Cholesterol (mg/dL) 1.232 0.104  < .0001* time2 −12.910 10.942 0.2423

time3 1.209 1.042 0.2499
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Inference on random effects
It was observed that there was a significant random 
intercept, random time slope, random quadratic time 
and random cubic time effects on the Sugar level of 
the adult diabetic patients. From the random effects 
results, a negative correlation was revealed between 
the intercept and time effect, and which implied that 
the patients those start with low FBS levels at baseline 
tend to have a larger increase over time. In addition to 
that, the individual patients’ intercepts of the diabetic 
patients highly positively deviate from the average 
estimated intercept while the individual slopes of the 
patients highly negatively deviate from the average esti-
mated slope. Furthermore, empirical Bayes estimates 
for the random effects were obtained in order to check 
for the presence of outlying observations. As shown in 
Fig. 4, it seems there are no potential outlying observa-
tions that may affect the obtained results. There were 
also revealed from the figures that there seems moder-
ate to high correlations between the random effects.

Discussion
Using the diabetic patients’ dataset, this study empiri-
cally explored and determined the potential risk fac-
tors that were linked to the Fasting Blood Sugar (FBS) 
level of the diabetic patients as well as the effect of 
time in the Ayder Comprehensive Specialized Hospital 
(ACSH), Mekelle town, Tigray Region, Ethiopia. Thus, 
the FBS level in the ACSH was examined over time, 
along with its related risk factors, using the GLM, and 
the NLM models analysis. Age and weight from the 
sociodemographic variables have significant effect on 
the control of blood glucose level. This is may be due 
to more sedentary lifestyle as the age goes up which is 
depicted similarly in different studies. As body weight 
increase by 1  kg, fasting blood glucose level increase 
by 1.5 mg/dl, and it coincided with the WHO’s Global 
Report on Diabetics study [1].

The predictor variables creatinine, triacylglycerol and 
lipid profile, especially the HDL has significant effect 
on the fasting blood glucose level of the patients, which 
coincided with the study done in Addis Ababa, Ethiopia 
[4]. However, HDL is insignificant in the study which was 
done in the northern Ethiopia [6], and which opposed 
our study. Besides, the medication type of insulin as well 
as the cholesterol level of the patients has significant 
effect on the fasting blood glucose level, which showed 
the same result as the study done by [1, 4, and 6]. Moreo-
ver, the linear time also has clear significant effect, with 
which as the linear time increases, shows an increasing 
effect on the fasting blood glucose level of the diabetic 
patients.

Conclusion
We found that the average control of blood glucose 
level measured during the fasting state over six-month 
period was 164.98  mg/dl and it increase from month 
one through month six serially, which means the degree 
of blood glucose level was tends to have badly control as 
the patients stayed more with in the war and intensified 
siege. The reasons for this poor control of blood glucose 
level in our study may be; the scarcity of the medica-
tions which leads to decrease the dose or interruption 
their treatment, absence of electricity for keeping insulin 
in refrigerator, non-adherence to non-pharmacological 
treatment which are visible in the ground as a result of 
the war, siege and blockages.

From the study, other predictors like lipid profile and 
type of specific diabetic medications showed significant 
association with the control of blood glucose level of the 
participants. The total cholesterol level, triglyceride, low 
density lipoprotein has a negative association with the 
degree of blood glucose level. But having higher value of 
high density lipoprotein contributes for the good control 
of blood glucose level. This is an indication that diabetes 
mellitus patients with dyslipidemia has poor control of 
blood glucose level even during the stressful condition 
of war and siege and coincided with other different stud-
ies. To sum up, the average control of blood glucose level 
measured during the fasting state over six-month period 
was poorly control and it becomes worsened as the war 
and siege more intensified from month one through 
month six serially. Our study also showed that diabetes 
mellitus patients with dyslipidemia and chronic kidney 
disease had poor control of blood glucose level even dur-
ing the stressful condition of war and siege.
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